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Electronic Medical Records

* Medical Big Data

Electronic Medical Records (EMR, or EHR)
e Structured EMR
« EMR in nature languages

— Lab tests

— Medical Images

— Pharmacology data
— Biological omics data
— Life style data

— Environmental data
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EMR sheets in Chinese

* Most part of the data are in natural language
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well, special medical language, not that “natural”

Name: xxx Sex: female
Age: 43 Ethnic group: Han
Marital status: married

Major statement of symptoms: irregular cough,
cough with sputum for 3 years, getting more
severe in recent month accompanied with
shortness of breath

Current illness history: ......
Past history: .......

Family history: ...
Physiological tests: ....



The need for annotated data

« The great success of ML on image recognition benefited greatly
from the availability of vast amount of annotated data
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mammal —— placental —— carnivore canine

vehicle — craft — watercraft —— sailingvessel ——  sailboat trimaran

Figure 1: A snapshot of two root-to-leaf branches of ImageNet: the top row is from the mammal subtree; the bottom row is from the : Fi 4: (Leff) Bight ILSVRC-2010 | the five label ered bable b el
. . Local R Local R \ gu : (L g o2 st images ¢ ve labels consi ost proba / our model.
vehicle subtree. For each synset, 9 randomly sampled images are presented. < Nommaliation _ Normazation. igure & (Left) Eight testimages and the five labels considered most probable by our mode
) < The correct label is written under each image, and the probability assigned to the correct label is also shown

with a red bar (if it happens to be in the top 5). (Right) Five ILSVRC-2010 test images in the first column. The
remaining columns show the six training images that produce feature vectors in the last hidden layer with the
smallest Euclidean distance from the feature vector for the test image.

Detection Segmentation

P
right Shaoaing Ren, Kaiming He, Ross Girschick, ian Sun, 2015. Reproduced with Figures copyright Clement Farabet, 2012.

permission Reproduced with permission.
[Faster R-CNN: Ren, He, Girshick, Sun 2015]

[Farabet et al., 2012]
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. It’s hard to get sufficient well-annotated real EMR data
iy 2rve ° ‘It’s hard to get simplified EMR data for method study....
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Introduction

* We proposed a model (mtGAN) for generating “artificial” or
synthetic EMR texts in Chinese, based on the GAN framework
— Use policy gradient algorithm (REINFORCE) to train the model

— Conditional model: take designated disease features as inputs, and
generate corresponding EMR text data

* |t can generate artificial EMR data
- As controlled simulation data for many research on methods

- The method can be adopted for transforming real EMR data to
pseudo-data to avoid exposing patients’ privacy
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Related Work

* Natural language generation:
 writing poems, stories, novels...

* |little work transfer related methods to a more specific application
scenario, such as EMR generation.

An example of the story generation given an image

We were barely able to catch the breeze at the beach , and it felt as if someone
stepped out of my mind . She was in love with him for the first time in months , so
she had no intention of escaping . The sun had risen from the ocean , making
her feel more alive than normal . She 's beautiful , but the truth is that | do n't
know what to do . The sun was just starting to fade away . leaving people
scattered around the Atlantic Ocean _ | d seen the men in his life , who guided
me at the beach once more .

Samim has made an awesome blog post with lots of results here.

https://github.com/ryankiros/neural-storyteller#neural-storyteller
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Related Work

* There has been efforts on generating synthetic EMRs, but
mostly for structured EMRs (e.g., using ICD-9 codes) or
specific medical data (e.g., EEG)

* Buczak et al, Data-driven approach for creating synthetic electronic medical
records. BMC Medical Informatics and Decision Making, 2010

* Choi et al. Generating multi-label discrete patient records using generative
adversarial networks, Proceedings of Machine Learning for Healthcare 2017

* Esteban et al. Real-valued (medical) time series generation with recurrent
conditional GANSs, https://arxiv.org/abs/1706.02633v2, 2017



https://arxiv.org/abs/1706.02633v2

Sram,
e -z

Method

Our model: mtGAN @ real data (X, y)~p,
Generate X~Gy(: |y)
) X : synthetic disease description ST
Input y :
assigned disease | Generator s~ | Discriminator
feature
Reward
@ Policy Gradient
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Model the generator as a policy:
 State: the generated medical words so far xX;._4

 Action: the next medical word to be generated x;

 Reward: the output of GAN discriminator: the likelihood that the
synthetic EMR text can fool the discriminator

Intermediate Reward:

Monto Carlo Search on the partially generated sentence x;._4, the
average score is used as the reward for x;



Method

Objective Function: e
log-likelihood Reward

T / /
G: max E%Ge(-@[z log Go (x| X1:4-1, ) -Rgi (Xlzt—laxtay)]]
t=1

EMR text disease feature

D: max lIE(X,y)di [lOg DCb (X7 y)] _I_EXNG9(|y> [10g<1 _Dﬁb(X? y)?]
|
cross-entropy

K
1
RgZ(S:Xl;t_l,y,CLZCEt) — ? E qu(Xf:Tay)
k=1

Monto Carlo

/ Search

) X1:T E[l\—/ICGQ (X11t7 y)




Method

Generator

C
) () t
\ 4
tanh
O¢
fi It C, X
o o tanh o
{ { t |
Wf Wi Wr Wn
[ht-1! xt! Y]
»| Concat x,: word token
1 y : assigned disease feature

[xt! y]

Discriminator: fastText, BIRNN or CNN

c. cell state

h: hidden state
W forget gate
Wi input gate
W, output gate
o;. the final output



Method

Rescale Rewards : = alleviate gradient vanishing problem

« Optimal Discriminator Activation!l! (ODA): R = e

1-D
 Bootstrapped Ranking Activationl?! (BRA): R = o(& - (0.5 — ran];((l)))

e Dbaseline: R-b

Teacher Forcing: —> alleviate mode collapse problem
* one step of teacher forcing (MLE) after one step of adversarial training

[1] Che,T,,LiY.,Zhang,R.,Hjelm,R.D.,Li,W.,Song,Y.,andBengio,Y. (2017). Maximum-likelihood augmented discrete generative adversarial networks.
[2] Guo, J,, Ly, S., Cai, H., Zhang, W., Yu, Y., and Wang, J. (2017). Long text generation via adversarial training with leaked information.
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Experiments

Dataset:
* In Chinese, 2216 EMR texts

» Use the “history of present iliness” field
as input sequences and the “admission
diagnosis” field as sequence tags

 Tags: pneumonia and lung cancer

« Word segmentation: jieba (a Chinese
word segmentation python package)

* Dictionary: 7674 words. First 40 words
of each EMR text are used

« split into training, validation and test set
with the proportion of 0.7, 0.1, 0.2

Implement:
« Python, Tensorflow
Pretrain G 1000 epochs by MLE, Time: 2hrs

Pretrain D 500,100,100 epochs for fastText,
CNN and BiRNN, Time: 1hr

Adversarial training: update G five steps
and then update D five steps. one step of
teacher forcing

after each adversarial step
« Total epochs: 100, Time: 2hrs



Experiments

Example of real EMR texts:

IR 3SRAILAERRELIMZR, BRAEETZE, +inE&, FEETFEN, TR, LIRS,

TEMMRERME, FTRM. RELAREM, ERETENE, SHEBRBRINEEFAEBITH
B. KERI N2EMEMBHME6.4x109/L, PMRYEME89.6%, MLEH103g/1, MM/UVR

123x109/L, BRIEEIFRFENE, SHNTMZ2HRE, LBEEAEMIME, FEQR, STE
BT, AHEr—HI2RERATT. BREWEE, FHsE, MRE, ERE, —EXE

Diagnosis: Data entry for the model:
NBei2r: XM Ah ¢ Disease description:
aNER3EK (RESEH) 3/ KR/ i/ IR/ R/ B =/, /A% ANRE/ B
2R — RN YWES TR YW < YW
SIRTI KRR TR MM OISR /5 /, /7o L/ /}2//1%/ ]G] R ] RS K
Fo it OV ER [0 [ HEIRERE/, /AR HEAT PN
Tag: fifi %
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Experiments

Examples of generated synthetic EMR texts:
Pneumonia: &3 11 Hi LB 25 E Lung Cancer: H£E 102 G146 H

HIRZ W, % HERR, AEEshE PURZW . B2, R I, =i P
B, REETSM, ARk EZZ AN ECT S ARG KR E 4, A i
YISy, ARATIERZIE MM, EATRESREIT IR .
The patient had cough with no The patient began to cough with
obvious cause a week ago, coughing sputum more than 10 years ago,
white phlegm, getting more severe with blood in the phlegm. Chest CT
after activity, can be relieved after showed mediastinal enlarged lymph
rest, intermittently used antitussive nodes and nodules in the right lower
drugs and others for treatment, no lobe of the lung. Be admitted to the
professional diagnosis and treatment. hospital after endoscopic treatment.
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More examples

* Good examples: (words matching, grammar correct, logical)
HH 3L K

o AT 1A CH B

A

W, [RBT AR B AYSEI6)T, RATIERNZIA
2R AE R, 22 TR BRSO i X AE,

o 1R RIGE

FEEEIN (R AE2 8] &2~ AN,

tH LI K

« BHETIRATLMRIHRE

MINBWNWED . TTRIE. KN
o BH2014.6EBTHAE. LHEIHE
S, oK, T4
o B 102 FHTHUE H L%

ZPURRFRIT Rl . THEBR, £FZK,

HIZW . %88, NItk AHEshE A, —oF
U297 &AE, A, WL, W, o, ALK
« AR FHRH I LI IRV5, MoKAEE, G%0. Xek, MXet

iz T Yk X EERE, 2l 2 K

HIEZ, DTz E, &, #

G T I R SRR
K, AL, DS B A TR B

Rk gs, A4, BT ANREBRATRE S IEI TR

S ) % ; :
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More examples

Bad examples

Repetitive

o BEIFHIRE/EDIZH. K. [, ENEINE, WKHE, 47 USSR aERTry
JEiFEe, R RN S, 4 T PURGSEXEIR )T o I

o BEGIMRIGHASE, 10FRTH IR, ZK. R, RAVBEORE, AR, k. &
o HACRRN, BRI, BRIE. B, RS

« BELRATCHARBE G IZm . BRI, DV EoRR, W I, % HGR,
*ﬁ%J%’ KEJHZIEH’ @@B/@FE‘JM%’ ﬁﬁl_:\xnﬁ-lﬁ’ Kﬁﬁﬁ'bﬁﬁlz

Inconsistent

o BETCHEIFHF HIZ . LR 1z H B, &EiAiR39.5°C, Tz, &,
TR TE

o BFE2014.1 I BFHHF MW, Loy T, oK, oW, R, BRI, Mg, X
A, o R O, oS

Improper word matching

« BERENIREZW, ZEOME, BIENERRE, BrERHR, RRENZ . R
KAERZH, WOz TACRARETER, 58 A Bele I B 28 1 i Jim & i 3 je G

o BEHTIFATLI BT I, o, BRI I, E 3L A A FIR B FIX i,
o WP R AR JE AR IR SRS T R B & R AT bt R i i I B A

ST .



Experiments

Micro-Level Evaluation

[1] Zhuy, Y., Ly, S., Zheng, L., Guo, J., Zhang, W., and Wang, J., et al. (2018). Texygen: a benchmarking platform for text generation models.
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NLLcst = _EXEStest [Z lOg G9 (xt‘Xlit—l)]

t=1

self-BLEU = Eycg_ [BLEU(X|Cs. (X))] "

Model NLL-test | self-BLEU
MLE 6.2141 0.9270
SeqGAN 5.9685 0.9267
mtGAN-BiRNN-BRA 6.1191 0.9155
mtGAN-BiRNN-ODA 5.9561 0.9209
mtGAN-CNN-ODA 5.7764 0.9182
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Experiments

Macro-Level Evaluation!!
e Adversarial Success: AdverSuc
e Evaluator reliability error ERE

1) Randomly split real EMR texts as positive examples and negative examples. (Ideal Acc: 0.5)
2) Randomly split generated EMR texts as positive examples and negative examples. (Ideal Acc: 0.5)
3) Use real EMR texts as positive examples and random generated EMR texts as negative examples.

(Ideal Acc: 1.0)

Model AdverSuc ERE1 ERE2 ERE3 meanERE
MLE 0.3007 0.0068 | 0.0676 | 0.3446 0.1396
SeqGAN 0.1351 0.0203 | 0.0270 | 0.1081 0.0518
mtGAN 0.3041 0.0811 0.0270 | 0.2804 0.1295

[1] Li, J., Monroe, W., Shi, T., Jean, S., Ritter, A., and Jurafsky, D. (2017). Adversarial learning for neural dialogue generation.
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Experiments

Application-Level Evaluation

« Can be used as a data augmentation approach
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Accuracy Data source , .
Real Synthetic Mix
Model
MLE 0.7500 0.7432 0.7568
SeqGAN 0.7500 0.6959 0.7095
mtGAN 0.7500 0.7432 0.7635
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Conclusion

* We proposed a conditional model mtGAN to generate synthetic
EMR texts.

* |t can help to solve the problem of privacy and of insufficient and
Imbalance samples in utilizing big EMR data.

* The micro-level, macro-level and application-level evaluation
demonstrate that our model can generate EMR texts that are very
similar to real EMRs.



Discussion

* Existing problems: repetition, inconsistent, etc.
e - combine rewards given by Discriminator with human-designed rewards
* = only apply constraints on the generation phase

* Challenges of long EMR text generation:
* the consistency and logic of the whole text

* Encoder-decoder model:
* build a map between a noise distribution and an EMR text distribution

* provide a more convenient approach to low-dimensional representation of EMR,
the similarity evaluation between EMRs
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